CS 327 / GCST 360 - Artificial Intelligence




Exam 2

Neural Networks:
(a) Suppose that a given neural network does not fit a training set closely enough, even after backprop has been run to termination. How can the structure of the network be modified to fit the training set more accurately?
(b) What does it mean to say that a neural network has overfit? 
(c) What technique is typically used to avoid overfitting with neural networks?

Suppose that I have a training set of m data points, with n features. Suppose further that I use a neural network with h hidden nodes to learn this data, and that it takes e epochs before backprop terminates. Answer each of the following questions with big-O notation. (e.g. 
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(d) How much memory is needed for storing this neural network, assuming that each feature in the dataset corresponds to an input node?

(e) How much time is needed to train such a neural network classifier?

(f) How much time is needed to determine the class of a test point after training is complete?

Incremental Learning:
Incremental machine learning is a popular variation on the traditional machine learning ideas that we have talked about. Suppose that we are given a training set on which we learn a classifier that is then used in some kind of application. Over time, more examples are discovered which should be added to the training set. The obvious question, then, is how can the classifier be adjusted to incorporate the new examples? Certainly, we can train from scratch using the new augmented training set, but there is often a better way.

(a) Describe a scheme for updating a neural network as new training examples arrive. Explain why this technique should be faster than starting over from scratch.
(b) Will the above technique provide the same answers as if you had started over from scratch with your augmented training set? Explain why or why not.

(c) Describe precisely the conditions under which adding a new point would not require any retraining on a linear support vector machine. You should describe these conditions analytically, i.e. with a mathematical expression, and not just an informal picture (though a picture may help me understand what you propose).

(d) Describe precisely the conditions under which adding a new point would require some amount of retraining on a linear support vector machine. You should describe these conditions analytically, i.e. with a mathematical expression, and not just an informal picture (though a picture may help me understand what you propose).

ID3 & Naive Bayes:
Consider the following hypothetical data concerning student characteristics and whether or not each student should be hired.
	Name
	GPA
	Effort
	Hirable

	Sarah
	poor
	lots
	Yes

	Dana
	average
	some
	No

	Alex
	average
	some
	No

	Annie
	average
	lots
	Yes

	Emily
	excellent
	lots
	Yes

	Pete
	excellent
	lots
	No

	John
	excellent
	lots
	No

	Kathy
	poor
	some
	No


(a) Use the ID3 algorithm to construct a decision tree based on this data to determine whether or not a student should be hired. Show your work.
(b) Use a Naive Bayes classifier to determine whether or not someone with excellent attendance, poor GPA, and lots of effort should be hired. Show your work.
Simple Majority Classifier:
A simple majority classifier is one where every point is assigned to whichever class is in the majority in the training set. (If there is no majority, one of the classes is chosen arbitrarily). This classifier is often used as a baseline for comparing other machine learning techniques. A simple majority classifier can perform much worse than expected, however, when using leave-one-out cross validation. Provide an example where this occurs.

Computational Learning Theory:
Imagine that you are consulting for a company that is going to be using machine learning techniques, and that your client is not computationally sophisticated. In class, we proved the following result using computational learning theory (this is also contained in textbook equation 18.1). 
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For each of the following statements regarding this result, indicate in simple non-mathematical language its "real-world" impact (as if you were explaining each statement to your client). Each of your responses should be no more than three sentences, but may be fewer.

(a) As 
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decreases, N must increase.

(b) As
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decreases, N must increase.
(c) As |H| increases, N must increase. 
Reinforcement Learning:

Suppose that you have the following grid-world with rewards as indicated:
	+1
	
	

	
	-1
	


Assume that an agent is present in this world, and can move left, right, up, or down (but not diagonally). Assume further that the agent has an equal probability of moving to any adjacent cell. For example, if the agent is in the top right corner, it has a 1/2 chance of moving to the left, and a 1/2 chance of moving down. Alternatively, if the agent is in the middle of the top row, it has a 1/3 chance of moving left, a 1/3 chance of moving right, and a 1/3 chance of moving down. Assume that these probabilities are fixed and known. Use adaptive dynamic programming to learn the utility values for all of the unlabeled locations.
Propositional Logic:

Given the following statement:

"If the unicorn is mythical, then it is immortal, but if it is not mythical, then it is a mortal mammal. If the unicorn is either immortal or a mammal, then it is horned. The unicorn is magical if it is horned."

(a) Write down this statement in propositional logic.

(b) Consider the claim that "unicorns are mythical." For each of the three algorithms that we explored for evaluating this claim (resolution, forward chaining, and backward chaining), explain how suitable each is for determining the truth of this claim. You need not actually work through the details of any of these algorithms unless it is relevant for your argument.
Optional bonus question (1000 bonus points if exactly correct):

Provide a FRACTRAN series of fractions that will generate, in powers of 2, a sequence of ASCII values containing the text printed on this test. You may ignore the Greek characters and varied typefaces (bold, italic, superscript, etc.) 
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