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Abstract—The MySpace social networking site allows each of individuals embedded in social networks has blossomed.
user to designate a small subset of her friends as “Top Friends,” The preponderance of this research has treated ties inl socia
and place them in a rank-ordered list that is displayed promi-  networks as binary—we are friends; we are not friends—but

nently on her profile. By examining a large set oks11M MySpace 3 growing thread of this research has begun to consider the
users’ choices of their #1 (best) and #2 (second-best) friend®in comparative strength of relationships.

historical crawl data from when MySpace was more popular than

it now is, we discover that MySpace users were nearly indifferent . : . :
to the popularity of these two friends when choosing which to The importance of relationship strength, and indeed the

designate as their best friend. Depending on the precise metric of |m_p0rtance ofveakrelationships, ha}S been' studied in the Soc'a,l
popularity we choose, the fraction of users who select the more Sciences for decades—most prominently in Mark Granovstter
popular of these two individuals as their best friend wavers above ~ “The Strength of Weak Ties” [12]. An expanding body of re-
and below 50%, and is always between 49.3% and 51.4%: thatis, cent computational research has explored relationstepgtin,

the popularity of the two candidates is essentially uninformative  too. A nonexhaustive sampling of these papers follows. @nne
about which will be chosen as the best friend. Comparisons of et al. [22] studied a massive dataset of weighted ties, con-
other pairs of ranks within the Top Friends (e.g., #1-versus-  structed via the rate of interactions among mobile phonesuse
#3, #2-versus+#3, ...) also reveal no marked preference for a Adamic, Lauterbach, and various coauthors [1,16,24] have
Lopu T, i 5 Bepler ne 0 [, et £ 6 St th o f endship Stengh n Geterining e
more popular ones. To the extent that an individual’s ranking ce)I(;rrﬁ)tI:n;ﬁggemaeJ?r?c?rrss gﬁ;&ig?ﬁg??#é?ggiscgnr?r?#f?;ﬁ/égy

decision in selecting between two close friends is a window ' A - .
into broader decisions about whom to befriend at all, these €ffectin users’ ratings of others if those ratings are madte p

observations suggest that network-growth models based on a licly and nonanonymousl_y- WU.Chty Qnd Uzzi [_25] compared
preference to befriend more popular individuals, like preferential ~ self-reported “close relationships” with those inferreaséed
attachment, may fail to capture important social behaviors. on email-response times. Backstrom et al. [2] have studied
Positing individuals’ tendency to attach to popular people may not  how Facebook users distribute their “attention” (fractioh
suffice to explain the heavy-tailed degree distributions observed wall posts, photo comments, etc.) across their friendsoegil
in real social networks. and Karaholios [10] and Xiang, Neville, and Rogati [26] con-
structed predictive models of users’ perceptions of reteship
|. INTRODUCTION strength, based on a collection of measures of profile siityila
Different social relationships have different prioritiesn- and interaction between users. Perhaps the work most simila

plicitly or explicitly, we all make daily decisions in whicwe O 0ur own is by Kahanda and Neville [14], who attempt to
choose one friend over another: we answeat email first; ~ Classify edges in Facebook as "strong” or “weak” links (as
we find time for coffee withthis person after telling another d€noted by the presence or absence of a friend in a Facebook

that we were too busy: we mention the job opportunity or free2PPlication in which a user could list their “top” friends3ing
tickets tothatfriend instead of the other one. The way in which ("€ Same type of structural and transactional properties.
we prioritize one friend over another is an interesting, and : ' . . .
important, question about our social relationships; itegt .. !N this paper, we address a fine-grained question of prior-
the way in which a social network is used and constructed!iZation among friends: rather than considering taéng of
Our prioritization decisions may also be a window into fden friendships on an absolute scale (from “distant” to “clgse

making in general: the mechanisms by which Alice prioriize we W.i”. consider theranking of friendships on a relative Sca'f?-
her friend Bob over her friend Charlie may be very similarSpeC'ﬂCa"y' we examine a feature of the MySpace online

to the mechanisms by which Alice chooses to befriend BotiSOCiaI networking site, calletop Friends Each MySpace user
instead of befriending Charlie. (The intimacy of any social &Y choo_se to select a subset of his or her f_rlends_to designat
relationship falls on a continuum ranging from “best friénd as Top Friends. The user puts these Top Friends into a totally

via “distant friend” and “acquaintance” to “stranger,” abadth o;dg}red_rhst, :‘:rqm ﬁl ?.O‘évr.‘ thrﬁugm#vg/hetrﬁ the cardmahtyic I
of Alice’s decisions are comparisons of Bob to a referenceﬁserse ch%%s d?ez SZLO!SfOII’S s%rg:egeri)c/) d gf l:i?ne(;. éreecjzgt%ga
point—Charlie or "friend"—on that continuum.) the data acquired for the present work, MySpace fixed the

As our daily lives have moved increasingly online over thecardinalityk = 8, so disproportionately many users have 8 Top
last decade or so—and started to leave behind mineable dafaiends. As a result, the feature is also sometimes called th
on social interactions—a voluminous body of computationalTop 8.”) These Top Friends are displayed prominently on the

research exploring the structural and behavioral progerti user’s profile; the remaining (non-Top) friends are act#ssi



by clicking through to the list of “All Friends.” We are most We also perform the analogous comparisons for individu-
interested in a user’s choice as to which of two individualsals’ choice of #-versus-#-ranked friends for all other pairs of
will be her #1-ranked friend and which will be her #2-rankedranksi,j € {1,...,8}. As in the #1-versus-#2 decision, the
friend [8], though we also considet-#ersus-# decisions for  fraction of individuals who prefer the more popular cantiida
all otheri, j € {1,...,8}. as the better-ranked (closer to #1) friend varies from #igh

h : id h h | bove 50% (as high as 51.8%) to somewhat further below 50%
There is some evidence that suggests that people Wor%S low as 46.1%).

hard to avoid public declarations of the ranking of their
friendships—choosing weekly themes for their Top Friends At best, individuals exhibit a very mild preference for
or fake profiles with profile photos of Scrabble tiles thatlkpe popularity in their choice of which of two friends to rank
out, in order, a profane anti—“Top Friends” message; rapkin better; at worst, they are indifferent or even prefer an s

top friends appears to be an angst-generating activity foryn friend over one who is more popular. This lack of empirical
MySpace users [4]. This phenomenon is related to the fatt thgupport for individuals preferring the more popular caatid
users give more generous (higher) ratings when their mtingas a closer friend suggests one of two things. Either theneas
are public and signed than when their ratings are private anfbr the heavy-tailed degree distribution seen in real docia
anonymous [24]; MySpace users may work to avoid makingnetworks is subtler than the reinforcement-type mechamism
their true rankings of friends known. But enough MySpacesuggested by models based on a preference for the popular,
users (millions of users in our dataset) do provide ranking®r something about the way that we decide on the relative
of real profiles that we can begin to pose, and answer, somgoseness of two close friends is fundamentally differeatrf
interesting structural questions. the way that we decide friend-versus-nonfriend.

Indeed, the question of friendship ranking—as opposed to
the question of friendship rating or of friendship existerds
a setting of scarce resources; after all, Alice can only have We make use of a sample of the MySpace social network
one #1-ranked friend. There is a minimal cost of acceptingacquired using a cluster of desktop machines executing a
a distant acquaintance’s friend request in an online socigbarallelized BFS-style crawl over about five months in 2007—
network—perhaps just a slight risk to one’s reputation if the2008 [8]. We excluded profiles that were private, syntafifica
“friend” does something embarrassing, and the mildly mentaanomalous, had more than 20K total friends reported on their
taxation of having one more relationship to track [9,11].main profile page, or failed to list both an age and a sex.
Similarly, there is little cost in the type of “grade inflatitb  (Requiring both an age and a sex is a crude way of filtering out
in rating one’s friends observed in CouchSurfing [24]. Butprofiles of bands and other nonpersonal users from our data.)
the scarcity of highly ranked friendship slots means that th The resulting dataset contained the profiles of approxipate
ranking environment may shed a different light on potelytial 11 million MySpace users—10,989,190 users, to be precise.
awkward social decisions. A partial BFS-style crawl is biased towards more “central”

nodes; nodes in the sample may, e.g., have higher PageRank

The present work. This paper addresses the role of theand higher degree than typical MySpace profiles [13, 21]. (Of
popularity of Bob and Charlie when Alice chooses which course, there are also important differences between aalypi
of the two to prioritize over the other. Suppose that Bob isMySpace user and a typical person in the real world, and—
more popu|ar than Charlie, as measured by degree in tHQ this work as in all social-behavior research based on data
social network. One can formulate intuitive arguments othbo from social networking sites, or indeed based on data from
sides as to which of Bob or Charlie would be a better friend:any kind of restricted population—we must be judicious in
Alice should tend to prefer Charlie (he’s a more “committed” the generality of our conclusions.)

friend because he has fewer distractions) or Bob (he's a more paause we focus here on the popularity of individuals, we

“valuable” friend because he knows more people). Indeed, qnsjger several relevant measures of degree for awser
number of “rich get richer” network-growth models designed

IIl. THE DATA

to account for the empirically observed degree distrilutid e Thelisted degreef u is the number of friends that are
real social networks take this second view: most promigentl declared inu's profile, as in “Alice has 150 friends.”
preferential attachment [3] posits that the probability «of We have found that this number was occasionally
being involved in a new friendship is linearly increasing in unreliably reported; MySpace profiles in our crawl
u’s current popularity. occasionally seemed to declare fewer friends than

Here we consider a large<A1M-profile) sample of My- were actually linked from the user’s profile.

Space users, each of whom has selected a #1- and #2-ranked e  The ranked outdegreeof u is the number of Top
friend: a best friend and a second-best friend. Using skvera Friends chosen by. (This quantity is most frequently
distinct but straightforward measures of degree, we coeput 8, and ranges up to 40 except in rare cases.)

the relative popularity of these two friends. What we observe »

essentially, is that the popularity of these two candidétes All of the other quantities are based on the number of people
nearly negligible predictive power in separating the #1d an in our sample who claim: as a friend:

#2-ranked friend. Depending on precisely which measure of
popularity we use, we observe that the probability that the
more popular candidate is chosen as the best friend wavers
between being above 50% (as high as 51.4%) and below 50% e The (sample) rank indegreeof v is the number of
(as low as 49.3%). in-sample users who list as theirkth-best friend.

The (sample) total indegreef « is the number of the
~11M MySpace users who ligt as a friend.



. Listed degree trast, a uset’s ranked outdegree is a decision about how many

«  Sample total indegree Top Friends to rank—something about how expansigeview
o Sample ranked indegree of “closest friends” is.) Figure 2 shows the correlationsoas
pooee . Sample rank; indegree {107 users among these various measures of degree. Indeed, the

ranked outdegree is positively but weakly correlated wiith t

other measures of popularity. The other totaled measures of
107 degree—listed degree, sample ranked indegree, and sample
total indegree—are all well-correlated with each other (all
> 0.5). In the second part of Figure 2, we see that fank
indegree and rankindegree are strongly positively correlated

10° for every j, k. In fact, with one minor exception, for every
k € {1,...,8} the ranl indegree is more strongly correlated
with rank; indegree ag < k gets closer and closer fa (The

10! lone exception is that ragkis slightly better correlated with

ranks than rank is.)

Sample rank; ind
amp e van g Ineegree [Il. THE CENTRAL PREDICTION TASK
« Sample rank; indegree

« Sample rank; indegree | Let Gus denote the MySpace social network, represented
10 as a directed graph. Annotate each edge v with v’s rank

in w’s Top Friends list (or “unranked” i) is a friend ofu but

not a Top Friend).

number of users with degree > d

. 10° . - .
% We focus on the following prediction task. Consider a focal

individual v in Gys. The useru names a best friend; and
a second-best friend,—the #1- and #2-ranked friends iris
10° Top Friends list, respectively. We erase the ranking lafrets
the edges fromu to v; andwvy. The task is to predict which
of {v1,v2} is w's #1 friend. A predictorp may access all of

10! the graphGys, aside from the two erased labels, in making its
— prediction. We say that is correct on w if it identifies v; as
100 0 102 10° 107 107 u’s #1 friend,incorrecton w if it identifies v, asu’s #1 friend,
degree d andnondispositivef p cannot distinguish between anduws.

(A predictor may be nondispositive in the case of missingdat
Fig. 1. Cumulative degree distributions in thel1M-person dataset, for Or in the case that; and v, have the same value under the
various measures of degree. predictor in question.)

Previous work on this prediction task, performed in col-
e The (sample) ranked indegreef « is the number of laboration with Peter DeScioli, Robert Kurzban, and Elethb
users who include: anywhere in their Top Friends Koch [8], has shown that MySpace users have a statistically
list, given by 3", (rank, indegree ofu). significant preference fdromophily[18] in choosing their best
friends—that is, individuals tend to be more demographycall
Figure 1 shows the cumulative degree distributions of thesimilar to their #1 friend than to their #2 friend. In partiay
~11M MySpace users under six of these measures. We semer 56% of individuals have selected a best friend who is
that the listed degree and each of the sample indegree} (totgeographically closer than their second-best friend. ¢Nbéat
ranked, rank, rank, and rank) show a heavy-tailed degree this work ignored individuals on which geographic distance
distribution. (For our purposes here, we remain agnosticitb was nondispositive because of missing/malformed geograph
the particular shape of these distributions; we make narclai data or ties in geographic distance.) A similar but subgthyt
about the quality of fit of a power-law model for these weaker homophilic effect holds for age: individuals tend to
distributions [6].) have best friends who are closer to their own age than
their second-best friends are. In this previous work, we als
identified another structural predictor that performedeaxely
yvell. Define therelative rankof u's friend v as the rank that
assigns tou in v's own Top Friends list. We showed that
68.8% of MySpace users selected a best friend who ranks
better than their second-best friend does. (Note again that
ers for which the predictor was nondispositive were igdgr
DeScioli and Kurzban [7] take an evolutionary psycholobica
perspective on friendship, and argue for an alliance-bamssd
Aside from ranked outdegree, which seems qualitativelyof the function of friendship that anticipates the succdsh®
different from the other type of degree, all of these quasdit relative rank predictor. Other recent work has built a predn
seem to describe intuitively similar measures of popuylarit system forwhena link will be reciprocated in Twitter [5] or
each quantity is some version of how well-likeds. (In con-  BuzzNet [15].

As one would expect, the rankrank,, and rank indegrees
are smaller in an absolute sense. For any fikedank, links
are a scarce resource; only one such outgoing link is pessib
per user, so there are omyl1M such possible links in total.
The remaining degree measures are effectively unlimitedean
sense that each user can generate arbitrarily many outgoiﬁL‘%
links and nearly arbitrarily many outgoing ranked links (by
lengthening her Top Friends list).



in-sample indegrees
ranked ranked total rank rank
outdegree | indegree | indegree ank a
listed degree, 0.1653 0.5075 0.2312 0.2934
ranked outdegree 0.1390 0.1183 0.0513 0.0620
ranked indegree 0.6695 0.6124 0.7118
total indegree 0.3186 0.4128
rank; 0.6747
rank, ranks rank; ranks ranks rank; rankg correlation with rankg
rank, | 0.6747| 0.5685| 0.5253| 0.4882| 0.4478| 0.4251| 0.3918 I D
rank 0.6818| 0.6319| 0.5970| 0.5723| 0.5234| 0.4697 I e
ranks 0.6581| 0.6324| 0.6030| 0.5788| 0.5067 I - T« .
rank, 0.6429| 0.6211 0.5891| 0.5523 I —— T,
rank; 0.6268 0.5960| 05429 [ «—+—+—+ s
ranks 0.6076| 0.5625 [ «—+—+—+—+ e
rank; 0.5762| [ oo — T
rank I N - —

Fig. 2. Correlation of various pairs of degree measures aarsers. Cells are shaded in proportion to their correlafmneachk, the plot of correlations of
rank;, with all other ranks is shown in thith row.

IV. USING POPULARITY TO PREDICT PREFERENCES side of the diagonal, but the points appear to be distributed
AMONG FRIENDS close to symmetrically across that diagonal line.

One can imagine many ways of attacking the central To make this observation more precise, for each megsure
prediction task described in the previous section. In thisep,  of popularity described previously, we compute the numlier o
we concentrate on purefyopularity-basedpredictors. Thatis, usersu whose #1-ranked friend is more popular ungethan
to what extent does usefs decision about which ofv,w} to  's #2-ranked friend is (avin for 1); the number of users
choose as’s #1 friend correlate with the relative popularities \whose #1- and #2-ranked friends are equally popular upder

of v andw? (atie); and the number of users whose #2-ranked friend is
To address this question, we filter thellM MySpace More popular under (a losg. Figure 4 shows the results.
profiles to identify all those focal individuals for which u’s Because a random guess will be correct on 50% of its

#1- and #2-ranked friends also appear in the sample. Wedcullé, e gictions, absolute deviation from 50% is the most inter-
a population of~1.36M (precisely: 1,360,879) profiles using esting measure of success. Every popularity-based poedict
this filtering process. has a success rate within 0.014 of 0.5; measured by deviation

For the purposes of our main prediction task, we musfrom 50%, the two most successful are rar(61.4%) and
ensure that we do not “cheat” by baking the correct answefank: (49.3%) indegrees: there is a mild tendency for the #1-
into the measure of popularity. In particular, when we refer ranked friend to be ranked #1 more often by others, and for
the rank and rank indegrees for the purposes of predicting the #2-ranked friend to be ranked #2 more often by others.
a useru’s #1 friend, we mean the rapkand rank indegrees (See below for some discussion of the phenomenon tha rank
excluding the ranked edge from (Our other measures of indegree better predicts #1-rank and rarikdegree better
popularity are affected equally by the edges fromo v andw,  predicts #2-rank.) All other measures of popularity perfor
so excluding this edge makes no difference.) between 49.5% and 50.2%.

A scatterplot displaying the popularities of each user’p To Even the most informative measures give only weak infor-
2 friends, under four of the popularity measures discussed p mation, and indeed the various measures of popularity even
viously, is shown in Figure 3. To the extent that these messur differ in directionality: four of the predictors (listed gese,
of popularity are helpful in differentiating #1- and #2-kaal  total sample indegree, rankndegree, and raRkindegree)
friends, we would see an asymmetry in the distributionssay that individuals (weakly) prefer others who arere
Specifically, if individuals tend to prefer friends who arema  popular; the remaining eight predictors say that individua
popular, then we would see more points below the diagonalweakly) prefer others who aresspopular. For the sake of
line. What is perhaps visually striking about Figure 3 is thatcomparison, two other predictors are displayed in Figuith:
all four panels appear highly symmetric across the diagonalgeographic distance predictoru(‘prefers the friend who lives
not only is there no obvious preponderance of points on ongeographically closer ta”) and the relative rank predictor "
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Fig. 3. The popularities ofi's #1- and #2-ranked friends under four measures of popyildotal indegree; ranked indegree; rarikdegree; and rankindegree.

In each panel, one point is shown for each of th&.36M users in the culled dataset.

measure [wins] [ties] [lossed  premesses

listed degree | 672677 19123 668479 | 0.502

ranked outdegree [ 588922 1728%6 599131 | 0.496

ranked indegree [ 632726 8b5p9 642644 | 0.496

total indegree [ 677825 9424 673830 | 0.502

rank indegree [ 428626 | 526959 | 405294 | 0.514 *
rank, indegree | 433075 | 483153 444651 | 0.493

rank; indegree [ 428523 | 495158 437198 | 0.495

rank, indegree [ 421599 | 514973 424307 | 0.498

rank; indegree | 403552 | 551255 | 406072 | 0.498

rank; indegree | 395258 | 564024 | 401597 0.496

rank; indegree | 385062 | 587947 | 387870 0.498

ranks indegree | 367007 | 628465 | 365407 | 0.501

geographic proximity [8] 0.564 .
relative rank [8] 0.689 ‘

0

0.5

1

Fig. 4. The performance of each popularity-based predictdhe~x1.35M culled MySpace users.win for a predictor is an individual for whoriegree(#1) >
degree(#2), where #1 and #2 are the best- and second-best friendsctiespe A tie is an individual for whomdegree(#1) = degree(#2). A lossis an
individual for whomdegree(#1) < degree(#2). The smallest number of non-tied data pointsiis= 732414; viewing each of these predictors as:arial
binomial distribution, the standard error for each of thesasunees is< 0.0012, and 99.9% confidence intervals are shown as the small Vergidabars.



prefers the friend who ranks better”). Baralfsi and Albert proposegreferential attachment (PAgs a

generative model of social network growth. (Both obseorsti
Beyond the “Top 2" were presaged in the literature of other disciplines earlie

see the early work of Yule [27] and Simon [23], and the

We have focused our discussion thus far on distinguishingnore recent survey by Mitzenmacher [19].) As other strudtur

#1-versus-#2-ranked friends, but the same calculationsbea properties of social networks have been discovered, alteen
performed for any pair of ranks. For any two rarikend;j > i, generative models have been proposed. These models—e.g.,
we compute the fraction of focal individuals for whom friend community-guided attachment and forest-fire models [17]—
#i is more popular than friendg# (Our previous discussion do not seem to make as-obvious predictions about how prefer-
was fori = 1 and j = 2.) Figure 5 displays the tables of ences among individuals will be expressed; thus, we focus ou
results for eight predictors, omitting only the rgnkindegree  discussion here network-formation models, like PA, witmso
predictors, which are qualitatively similar to the ragrable.  form of popularity reinforcement—nodes with higher degree
(As before, we must avoid baking the correct answer into thejain edges at a higher rate than nodes with lower degree.
predictor: when predicting a usefts #k-versus-# friends, we

exclude the two edges from when computing the ragkand Here is the preferential attachment model, in its basic form
rank; predictors.) ' We start with a small network, which grows by one node and

one edge at each time step. At time step new nodeu;

Figure 5 reveals that the qualitative pattern of the #1-appears in the system, and it forms one edge fignto an
versus-#2 comparison remains true for other pairs of reéfis.  existing node. More popular existing nodes are more likely
the broader degree measures (listed degree, ranked ce#gdegrio be chosen as,’s neighbor; specifically, the probability
total indegree, ranked indegree), the fraction of indi@idu thatw, chooses is directly proportional to the current value
who prefer the more popular candidate friend is generallyof degree(v). PA is a particular instantiation of what we
close to or below0.50, and only rarely greater than half. In might call thepreference for popularity-that, given a choice
each of these cases, the fraction of individuals whose begjetween two candidate friends, the more popular candidate
friend is more popular than theirj#friend decreases witli;  is the one more likely to be preferred. (Other nonlinear
for example, fewer thad7% of individuals have a best friend instantiations of this preference occur in other models.)

who is more popular than the#8 friend under listed degree, ) ] )
total indegree, and ranked indegree. While the basic form of PA does not speak directly to

) ) ] rankings of friends, the underlying preference for poptyjar

We do see the hints of one exception to this trend: oUHoes make particular predictions about ranking. PA can be
of two candidate friends of an individual, the one with  most straightforwardly adapted to the ranked setting by-mod
a higher rank indegreeis generally more likely to beu’s  gling a node as ranking its neighbors in the order in which
##i friend. (Recall that when predicting's #: friend, “rank  edges formed. (So the #1-ranked friend fois the friendu
indegree” means “rankindegreeaside from the edge from chose when joining the networkg's #2-ranked friend is the
u herself’) This phenomenon is visible in the rankrow of  first nodev # u that choseu when v joined the network,
the rank panels in Figure 5: for example, having a higher,'s #3-ranked friend is the second node that chasapon
rank; indegree corresponds tdha.3%-51.8% chance of being  joining, etc.) We simulated this Ranked-PA (RPA) network
ranked #2 instead of being ranke@#3, #4, 45, #6}. One  growth model for a 100,000-node network, and observed that
partial explanation for this observation is the “Top Frishd  friend ranking is much better predicted by popularity in RPA
avoiding tactics employed by some users that survived in thghan in MySpace: over 95% of RPA nodes had a best friend that
data set: choosing a “Top 8" whose profile pictures, letier-b \yas more popular than their second-best friend, and between
letter and in order, spelled out a particular four-letteravplus 5994 and 61% of nodes had a-ranked friend more popular
T+0+P+8. The profile with the “U” Scrabble tile—the second than their #i+1)-ranked friend fori € {2,3,4,5}. (In PA, the
letter of this four-letter word—as its profile photo would k& age of a node and the node’s degree are positively correlated
high rank indegree (and a low rank, indegree); this profile  thys the edge formed earlier is more likely to have been fdrme
would often be correctly predicted to be a #2 friend usingfrom a neighbor that would eventually become more popular.
the rank indegree predictor. Still, this avoidance behaviorThe #1-ranked friend is special—it was chosen with explicit
appears to relatively rare, and even among the;eamk s 41 preference towards high degree, instead of by age—and so its
indegree predictors, there are slightly more rank pairshith  popularity advantage over the #2-ranked friend is muchérigh
individuals prefer the less popular friend. than the advantage of #2 over #3 and the other pairs.)

The empirical and modeling observations of Barsiband
Albert sparked a large body of literature, empirical andothe

In the earliest days of the present era of computationatetical, that has made a great deal of progress in modeling
social network research, Alberakzb Barathsi and Reka and analyzing the structural properties of real-world abci
Albert [3] published an influential paper on degree distribu networks—particularly regarding a hypothesis of the origin
tions of social networks. Baraki and Albert made two key of the apparently ubiquitous heavy-tailed degree distidms.
observations. First, they showed empirically that the édegr But the results shown in Figures 4 and 5, coupled with the
distributions of real social networks are heavy tailed. dAn simulations of RPA, suggest that a preference for popuylarit
they argue, the form of the degree distribution is specifical may not provide a full explanation for empirically observed
well modeled by a power law, though Clauset, Shalizi, ancheavy-tailed degree distributions: when a user is choosing
Newman [6] raise some serious concerns about the qualitwhich of two friends she prefers, the popularity of the two
of the power-law fit for this type of network data.) Second, candidates is at best essentially uninformative abouthwvid

V. DISCUSSION INDIFFERENTATTACHMENT?



rank? rankd rank4 rankd rank6 rank7 rank8 rank? rank3 rank4 rankd rank6 rank7 rank8

rankl | 0.5016 | 0.4959 | 0.4898 | 0.4870 | 0.4816 | 0.4750 - rankl | 0.5140 | 0.5127 | 0.5104 | 0.5101 | 0.5057 | 0.4990 | 0.4894
rank2 0.5019 | 0.4968 | 0.4929 | 0.4865 | 0.4813 | 0.4740 rank?2 0.5124 | 0.5133 | 0.5141 | 0.5115 | 0.5063 | 0.4954
rank3 0.4990 | 0.4952 | 0.4900 | 0.4837 | 0.4764 rank3 0.5066 | 0.5076 | 0.5073 | 0.5008 | 0.4933
rank4 count > 911176 0.4989 | 0.4931 | 0.4871 | 0.4812 rank4 count > 560348 0.5050 | 0.5043 | 0.5001 | 0.4940
rankd  otd. error < 0.0010 0.4987 [ 0.4921 | 0.4857 rankd  otq error < 0.0013 0.5053 | 0.5001 | 0.4965
rank6 0.4978 | 0.4899 rank6 . 0.5000 | 0.4957
rank7 Outdegre € 0.4952 rank? Rank; lndeg ree 0.4986

rank? rank3 rank4 rankd rank6 rank7 _rank8 rank? rank3 rank4 rankd rank6 rank7 _rank8
rankl | 0.4957 | 0.4918 | 0.4895 | 0.4897 | 0.4878 | 0.4860 | 0.4856 rankl | 0.4934 | 0.5015 | 0.5032 | 0.5045 | 0.5009 | 0.4943 | 0.4862
rank2 0.4992 | 0.4963 | 0.4950 | 0.4919 | 0.4901 | 0.4888 rank?2 0.5132 | 0.5161 | 0.5175 | 0.5139 | 0.5092 | 0.5016
rank3 0.4991 | 0.4971 | 0.4952 | 0.4927 | 0.4910 rank3 0.5079 | 0.5106 | 0.5078 | 0.5033 | 0.4966
rank4 count > 818479 0.4992 | 0.4969 | 0.4957 | 0.4932 rank4 count > 583068 0.5061 | 0.5044 | 0.5007 | 0.4949
rankd  otd. error < 0.0011 0.4993 | 0.4966 | 0.4949 rankd  ot+q error < 0.0013 0.5023 | 0.5000 | 0.4951
rank6 0.4992 | 0.4979 rank6 . 0.5014 | 0.4975
7 Ranked outde gree 0.4991 rank? RankQ lndeg ree 0.4983

rank? rank3 rank4 rank5 rank6 rank7 rank8 rank2? rank3 rank4 rank5 rank6 rank7 rank8
rankl | 0.4961 | 0.4894 | 0.4829 | 0.4794 | 0.4753 rankl | 0.4950 | 0.4882 | 0.4917 | 0.4929 | 0.4912 | 0.4854 | 0.4781
rank2 0.5037 | 0.4985 | 0.4953 | 0.4892 | 0.4829 | 0.4763 rank?2 0.4990 | 0.5041 | 0.5070 | 0.5049 | 0.4991 | 0.4920
rank3 0.5014 | 0.4988 | 0.4933 | 0.4875 | 0.4826 rank3 0.5075 | 0.5096 | 0.5088 | 0.5029 | 0.4973
rank4 count > 87929927 0.5016 | 0.4968 | 0.4919 | 0.4868 rank4 count > 583183 0.5045 | 0.5045 | 0.5004 | 0.4961
rankd  otd. error < 0.0011 0.5014 | 0.4954 | 0.4911 rankd  ot+q error < 0.0013 0.5029 | 0.4994 | 0.4956
rank6 0.5001 | 0.4950 rank6 . 0.4985 | 0.4963
=7 Ranked inde gree 0.4996 rank?7 Rank3 lndeg ree 0.4997

rank? rank3 rank4 rank5 rank6 rank7 rank8 rank? rank3 rank4 rank5 rank6 rank7 rank8
rankl | 0.5015 | 0.4942 | 0.4876 | 0.4832 | 0.4773 rankl | 0.4984 | 0.4899 | 0.4827 | 0.4855 | 0.4843 | 0.4788 | 0.4712
rank2 0.5023 | 0.4960 | 0.4918 | 0.4846 | 0.4777 rank?2 0.4999 | 0.4936 | 0.4966 | 0.4956 | 0.4907 | 0.4829
rank3 0.4990 | 0.4950 | 0.4882 | 0.4804 | 0.4734 rank3 0.4974 | 0.5015 | 0.5008 | 0.4950 | 0.4903
rank4 count > 917024 0.4990 | 0.4925 | 0.4860 | 0.4789 rank4 count > 578356 0.5058 | 0.5035 | 0.4996 | 0.4950
rankd  otd. error < 0.0010 0.4989 | 0.4913 | 0.4840 rankd  otq error < 0.0013 0.5027 | 0.4993 | 0.4951
rank6 0.4979 | 0.4891 rank6 . 0.4992 | 0.4945
rank7 Sample indegre e 0.4960 rank? Rank4 lndeg ree 0.4980

Fig. 5. Results for other rank comparisons. In each panelj-trersusj cell displays the fraction of individuals whose #th and # friends are ordered
so thatu prefers the one who is more popular. (Therersus2 cells correspond to Figure 4.) Red-shaded cells indicage rtiore individuals prefer the less
popular friend, and blue-shaded cells indicate that morwithabls prefer the more popular friend; the darker the shgdihe further fron.50. The displayed
count ismin; j(wins + losses) for #i-versus-# friends; an upper bound on the standard error, viewing e&these predictions as a binomial distribution, is
shown as well.



be chosen by that user, and at worst she actually prefers the]
less popular friend. While the twelve measures of popularity
that we consider here are strongly positively correlatbdy t

are not perfectly aligned (Figure 2). But they are all aligne [
with respect to our central prediction task: each is at bekt o
marginally informative about the preferences of individua

. : 6
among their closest friends. e

It may be the case that the analogy between choosing’]
whether to befriend an individual and choosing whether to
rank an individual highly is a weak one; those decisions may
be made differently, and the results of this paper may natlspe
to the underlying “to friend or not to friend” decision. (& an
interesting direction for future research to assess to exiant [9]
deciding whether to befriend an individual and whether tikra
an individual highlyare similar or different. An understanding [10]
of why, and how, a pair of individuals decide to assign a
“friend” label to their relationship is generally missingoin
the current computational literature on social networksd-an (11]
this understanding is obviously crucial to properly intetpg
what the edges in the network actually mean. Interactions i'i‘lZ]
online social networking sites have some key differences fr
real-world interactions: the question “does our relatiops
rise to the level that deserves the ‘friends’ label?” is Isare
explicitly called in the offline world, and the fact that it is [14]
continually raised by a social networking site may impose
different or stronger social pressures in how we react enlin
Still, massive digital data presents a promising oppotyuta
better understand the friendship-or-no decisions.)

[13]

[15]

But to the extent that ranking decisions and befriending de-
cisions are analogous, our observations suggest that rietwo (16]
growth models based on a preference for popularity miss some
important behavioral properties; we will need a differexjla-
nation to account for empirically observed heavy-tailedrde
distributions. And even if ranking and befriending deaisi@re
fundamentally different, the heavy-tailed degree distiiin
for rank, indegree (Figure 1) seems to require an explanatioml8]
fundamentally different from preferential attachment.

[17]

Mitzenmacher [20] argues compellingly that, as a researchi9]
community, we must move toward the necessary future di-
rection of validation (or, at least, invalidation) in research on
heavy-tailed degree distributions. We hope that the ptese
work can serve as a small step forward in that enterprise.

#20)
[21]
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